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**Task 3.2.1**

*Output for lmbench testbench:*

The lmbench3 benchmark test was run on W204 machine 10 with Linux 2.6.32. From all the data acquired, we noted the results for context switch time for 2 threads with 0 cache byte.

|  |  |  |
| --- | --- | --- |
| **Host** | **OS** | **2p/0K ctxsw (us)** |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.12 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.90 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.18 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.12 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.29 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.90 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.18 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.01 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.12 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.29 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.97 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.90 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.12 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.29 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.97 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.50 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.90 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.18 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.01 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.90 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.90 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.18 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.12 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.90 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.18 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.01 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.12 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.29 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 6.90 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.18 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.01 |
| cse-p204inst10.cse.psu.edu | Linux 2.6.32 | 7.83 |

**Average** = 7.31 μs **Variance** = 0.0467

*Output for User Level Thread counter():*

|  |  |
| --- | --- |
| **No. context switches** | **Context Switch Overhead (μs)** |
| 12 | 2.165 |
| 12 | 2.235 |
| 12 | 2.375 |
| 12 | 2.305 |
| 12 | 2.584 |
| 12 | 2.304 |
| 12 | 2.933 |
| 12 | 2.305 |
| 12 | 2.794 |
| 12 | 2.375 |
| 12 | 2.374 |
| 12 | 2.375 |
| 12 | 2.235 |
| 12 | 2.375 |
| 12 | 2.794 |
| 12 | 2.235 |
| 12 | 2.934 |
| 12 | 2.514 |
| 12 | 2.305 |
| 12 | 2.305 |
| 12 | 2.305 |
| 12 | 2.445 |
| 12 | 2.374 |
| 12 | 2.304 |
| 12 | 2.235 |
| 12 | 2.305 |
| 12 | 2.305 |
| 12 | 2.584 |
| 12 | 2.305 |
| 12 | 2.305 |
| 12 | 2.165 |
| 12 | 2.304 |

The counter() function was run from the improvised User Level thread in my\_functions.c using the ut\_test.c test file. Two threads were created and run and the no. of context switches and overhead of each switch was recorded.

**Average** = 2.33 μs **Variance** = 0.0418

*Comparing output for Kernel Level and User Level Thread Context Switch Overhead:*

It was observed that the context switch time for User-Level threads were lower than that for Kernel-Level threads. In case of Kernel Level, it needs to save context information for the process as well as the thread and then manage it while in User Level context switch, only minimal information about the thread needs to be saved before switching. Hence, this adds to the overhead in the former case.

**Task 3.2.2**

*Output for Kernel Level Thread sleeping():*

The sleepingr() function was run with Kernel Level thread (pthreads) from functions.cc using the kt\_test.c test file. Eighty five threads were created and run and the counter value (work done) was recorded for each thread.

|  |  |  |
| --- | --- | --- |
| arr[0] = 278432  arr[1] = 42558  arr[2] = 238702  arr[3] = 43278  arr[4] = 237857  arr[5] = 42100  arr[6] = 238742  arr[7] = 42185  arr[8] = 240013  arr[9] = 42525  arr[10] = 237995  arr[11] = 45947  arr[12] = 237965  arr[13] = 43448  arr[14] = 234857  arr[15] = 42730  arr[16] = 234904  arr[17] = 42271  arr[18] = 234551  arr[19] = 45206  arr[20] = 235022  arr[21] = 46023  arr[22] = 234760  arr[23] = 46796  arr[24] = 234482  arr[25] = 0  arr[26] = 0  arr[27] = 0  arr[28] = 0  arr[29] = 0  arr[30] = 0  arr[31] = 0  arr[32] = 0  arr[33] = 0 | arr[34] = 0  arr[35] = 0  arr[36] = 0  arr[37] = 0  arr[38] = 0  arr[39] = 0  arr[40] = 225334  arr[41] = 49857  arr[42] = 307606  arr[43] = 40621  arr[44] = 228945  arr[45] = 39914  arr[46] = 227332  arr[47] = 44406  arr[48] = 252761  arr[49] = 43245  arr[50] = 252604  arr[51] = 43716  arr[52] = 226359  arr[53] = 43062  arr[54] = 224690  arr[55] = 40715  arr[56] = 228318  arr[57] = 41323  arr[58] = 251413  arr[59] = 41596  arr[60] = 253309  arr[61] = 41548  arr[62] = 261429  arr[63] = 39869  arr[64] = 264836  arr[65] = 42653  arr[66] = 281070  arr[67] = 41387 | arr[68] = 278049  arr[69] = 40627  arr[70] = 279728  arr[71] = 41244  arr[72] = 280541  arr[73] = 40426  arr[74] = 264042  arr[75] = 43151  arr[76] = 265881  arr[77] = 38602  arr[78] = 248016  arr[79] = 38872  arr[80] = 262945  arr[81] = 39761  arr[82] = 263794  arr[83] = 39588  arr[84] = 265223  arr[85] = 38514  arr[86] = 278638  arr[87] = 38782  arr[88] = 262403  arr[89] = 46763  arr[90] = 262444  arr[91] = 38802  arr[92] = 278728  arr[93] = 46273  arr[94] = 279588  arr[95] = 45306  arr[96] = 290289  arr[97] = 44600  arr[98] = 280098  arr[99] = 45279 |

Counter = 12730264

*Output for User Level Thread sleeping():*

The sleepingr() was run with the improvised User Level thread function from my\_functions.c using the ut\_test.c test file. Eighty-five threads were created and run and the counter value (work done) was recorded for each thread.

|  |  |
| --- | --- |
| **Thread No.** | **Counter value** |
| 1 | 9498 |
| 2 | 30590 |
| 3 | 22000 |
| 4 | 10686 |
| 5 | 11035 |
| 6 | 25841 |
| 7 | 11594 |
| 8 | 29892 |
| 9 | 12223 |
| 10 | 30730 |
| 11 | 30800 |
| 12 | 20533 |
| 13 | 33175 |
| 14 | 22558 |
| 15 | 33873 |
| 16 | 22978 |
| 17 | 34012 |
| 18 | 41695 |
| 19 | 34781 |
| 20 | 22558 |
| 21 | 19415 |
| 22 | 42743 |
| 23 | 14178 |
| 24 | 43790 |
| 25 | 14108 |
| 26 | 48750 |
| 27 | 14457 |
| 28 | 22279 |
| 29 | 37924 |
| 30 | 15365 |
| 31 | 14806 |
| 32 | 35758 |
| 33 | 14178 |
| 34 | 18927 |
| 35 | 43650 |
| 36 | 15365 |
| 37 | 37295 |
| 38 | 21721 |
| 39 | 15435 |
| 40 | 15296 |
| 41 | 15295 |
| 42 | 42114 |
| 43 | 13968 |
| 44 | 13968 |
| 45 | 35758 |
| 46 | 19066 |
| 47 | 36178 |
| 48 | 13689 |
| 49 | 35130 |
| 50 | 17950 |
| 51 | 13269 |
| 52 | 38343 |
| 53 | 13340 |
| 54 | 35619 |
| 55 | 12991 |
| 56 | 12921 |
| 57 | 32546 |
| 58 | 34571 |
| 59 | 12013 |
| 60 | 31080 |
| 61 | 11943 |
| 62 | 30939 |
| 63 | 11593 |
| 64 | 31778 |
| 65 | 32337 |
| 66 | 20534 |
| 67 | 10826 |
| 68 | 28286 |
| 69 | 9428 |
| 70 | 23257 |
| 71 | 9079 |
| 72 | 25702 |
| 73 | 9638 |
| 74 | 9149 |
| 75 | 20254 |
| 76 | 10965 |
| 77 | 18648 |
| 78 | 10546 |
| 79 | 16972 |
| 80 | 9219 |
| 81 | 16063 |
| 82 | 12502 |
| 83 | 5866 |
| 84 | 6845 |
| 85 | 7039 |

*Comparing output for Kernel Level and User Level Thread - sleeping():*

**Task 3.2.3**

*Output for varying no. of threads when based on Kernel Level Thread counter():*

The number of parallel pthreads were varied from 2 – 32 and run using kt\_test.c in Kernel Level to record the counter value (work done) in each case.

|  |  |
| --- | --- |
| **No. of Threads** | **Total Counter Value** |
| 1 | 17684012 |
| 2 | 17440055 |
| 4 | 17947912 |
| 8 | 16157344 |
| 16 | 17788046 |
| 32 | 17188676 |

*Output for varying no. of threads when based on User Level Thread counter():*

The number of parallel threads were varied from 2 – 32 and run using ut\_test.c in Kernel Level to record the counter value (work done) in each case.

|  |  |
| --- | --- |
| **No. of Threads** | **Total Counter Value** |
| 1 | 98218609 |
| 2 | 106701096 |
| 4 | 123409847 |
| 8 | 140155125 |
| 16 | 226370925 |
| 32 | 354235656 |

*Comparing output for varying no. of threads when based on Kernel Level and User Level Thread – counter():*